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Abstract

Current state-of-the-art neural machine translation (NMT) architectures use an
encoder-decoder structure for transforming a sequence of words in one language to
a sequence of words in another language. However, these models typically use a
word-level approach that does not take advantage of additional language-specific
semantics. Focusing on Chinese to English translation, we implement a sequence
to sequence model with global attention mechanism in PyTorch using Chinese
radicals to enhance the learned word vector embeddings. Specifically, we learn
embedding weight matrices for word-level, character-level, and radical-level and
combine them together as input to the encoder. We train our model on the casia2015
dataset and evaluate it by computing the BLEU score.

1 Introduction

In this paper, we tackle the problem of neural machine translation (NMT), which can be described
as the task of converting a sequence of words in the source language to a sequence of words in the
target language. In the past, translation systems were based on rule based approaches or statistical
methods. However, recent advancements in deep learning and in particular, vector embeddings as
word representations, have proved to be very effective in the past 3 years [1]. We focus on sequence
to sequence models which operate in an encoder-decoder framework. At a high level, the encoder
takes the model’s input sequence and encodes it into a fixed-size hidden vector, and the decoder takes
that context vector and unravels it word by word to generate an output sequence.

Specifically, we improve the performance of Chinese machine translation by using Chinese radicals
as the basic semantic unit for embedding. In Chinese linguistics, an individual Chinese character can
be decomposed into its radical subparts, each of which is often a semantic indicator that contributes
to the overall meaning of the character [7]. We demonstrate how delving deeper into radical-level
representations can achieve better results than modern methods which typically rely on word-level
representations.

2 Background

Current Chinese translators process text materials at the level of individual characters, which are
in turn made from smaller units called radicals. An interesting fact about Chinese radicals is their
pictographic nature, which means the literal shape of a radical is indicative of its possible meanings.
Thus, radicals that have similar pictographic shape are more likely to have similar meanings; in
addition, they will be closer in the vector embedding space of which they are mapped into. So
compared to character embeddings, radical embeddings can break down the surrounding characters
and provide more meaningful semantic information.

Consider, for example, the word embedding of the context character = (which means stomach)
will make predictions about food, eating or other organs. However, if we use a radical embedding,



- mu (wood)
%‘fie (forest) &t (tree) #5 (bridge)

Figure 1: Chinese radicals containing additional semantic information per character

the radicals for this character are Fl and F. H means things relating to meat or the way people
process meat. Using radical embeddings allows us to obtain more semantic information per character,
granting the model a wider range of possible target characters to predict.

3 Approach

3.1 Data Collection

In order to train a neural machine translator, we need a parallel corpus consisting of sentences in
Chinese that are aligned correspondingly with sentences in English. We explored many options
and decided to use a dataset E] shared by the China Workshop on Machine Translation (CWMT)
community as part of the EMNLP 2017 Workshop on Machine Translation. The casia2015 dataset
consists of one million parallel sentence pairs automatically collected from the web, in the domain of
news articles (political, international, finance, forum, eduction, etc). It is provided by the Institute of
Automation, Chinese Academy of Sciences.

3.2 Sequence to Sequence Model Architecture

We implemented a simple sequence-to-sequence model with global attention, which utilizes two
recurrent neural networks working together to transform one sequence to another. The encoder
network transforms a sequence of symbols into a list of vectors with one vector per until symbol,
condenses an input sentence in Chinese into a final hidden state vector. Given this hidden vector state,
the decoder network unfolds it into the corresponding translated English sentence, one symbol at
a time until the end of sentence (EOS) symbol is produced. The encoder and decoder module are
connected via an attention network which allows the decoder to focus on different time steps of the
source sentence during the course of decoding.

Formally, let X, Y be the source and target sentence pair, X = x1, 2, ...x s be the sequence of M
Chinese words, and Y = y1, vy, ...yn be the sequence of N English words. The encoder repeatedly
generates the hidden vectors h = (hq, ha,...hys) over the source sentence. Each hidden state is
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Figure 2: Sequence to sequence model architecture

defined as h; = GRU (h;_1,x;), where h;_; is the hidden state at the previous time step and x;
is the input word to be transformed into a vector as input to the Gated Recurrent Unit (GRU) [2].
Loosely speaking, the GRU is characterized by a unique gating mechanism consisting of an update
gate and reset gate that influences the output hidden state.

3.3 Attention Decoder

To implement attention mechanism [3], we take input from each time step of the encoder, but give a
particular weightage to the timesteps. The weightage depends on the importance of that time step for
the decoder to optimally generate the next word in the sequence, as shown in Figure 1b. The basic
idea behind attention is that instead of attempting to learn a single vector representation for each
sentence, we instead maintain vectors for each word in the input sentence, and reference these vectors
at each decoding step.

Formally, the decoder is also an RNN that predicts the next word y; given the context vector ¢, the
hidden state of the decoder s; and the previous predicted word y;_1, which is computed by:

P(Yely<t, ¥) = softmax(GRU (8¢, yi—1,¢t)) (D
The attention context vectors ¢; can be obtained and calculated as follows:
St — GRU(St_l, hJ) (2)
exp(st)
o = ———— 3)
iy exp(sy)

M
e =Y ajh; 4)

j=1

3.4 Chinese Word Segmentation and Radical Lookup

In Chinese, words can be formed from multiple characters, so it is difficult to tokenize a sentence
into its word subparts without a basic understanding of the meanings of the words. To overcome



this, we leverage a Chinese Word Segmenter that does not rely on a large corpus. At a high level, the
segmenter works by using information entropy of measure how random the set of left and right words
of a text fragment are. Potential words are treated as all the possible substrings that do not exceed an
upper bound max length limit, and only the words which reach a minimum entropy threshold are
extracted. In our experiments, we find that max word length of 3 and minimum entropy of 0.5 work
best for our results.

3.5 Radical-Enhanced Embedding Strategy

Given an input sentence in Chinese, we need to form the radical-enhanced vector embedding for
each word. To do this, we first parse the sentence into word sub-components by the strategy
explained in Section 3.4. We simultaneously learn vector embeddings for word-level, character-
level, and radical-level. Each word w; can be split into characters ¢; = (¢;1, ¢j2, ...Cj,) Which are
obtained by tokenizing on white space. Then, each character ¢; can be further split into radicals
r; = (rj1,7j2,...Tj») Which are obtained by the Xinhua Zidian radical lookup table Then, the net
character and radical representations are computed as:

Zj = Z ij (5)
k=1
=D T (©)
k=1
and the final embedding vector is
{Ej = [’LUj;Zj;Tj (7)

where ’:’ is the concatenate operation.

4 Experiments

We train the model using stochastic gradient descent algorithm [6] with learning rate of 0.01, for a
total of 75000 epochs. The encoder and decoder networks are both initialized with hidden state of
256, and dropout 0.1 for attention decoder. For the encoder, the embedding weight matrix is (942,
256), GRU weights are (768, 256) with biases (768,). For the decoder, the embedding weight matrix
is (994, 256), with attention weights (150, 152) and biases (150,), combining vector weights (256,
512) and bias (256,) with GRU weights (768, 256). The final output weight layer is (994, 256).

4.1 BLEU metric

We use the Bilingual Evaluation Understudy Score (BLEU)[4] as a metric for evaluating a generated
sentence to a reference sentence. A perfect match results in a score of 1.0, whereas a perfect mismatch
results in a score of 0.0. We utilize a widely-used, standard BLEU score scheme implemented in
the Python NLTK library. We ran our model against 1000 randomly generated pairs and compared
the ground truth with the translated candidate sentence. In some cases, there are no 2-gram matches
amongst the reference and candidate, so we use Smoothing Method 4 to give them proportionally
smaller smoothed counts.

We obtain a BLEU score of 0.287 averaged over 1000 randomly generated sentence pairs.

5 Conclusion

We explored how Chinese radicals can enhance vector word embeddings for sequence to sequence
models for the problem of Chinese to English machine translation. We trained the model on a large
parallel corpus of data containing aligned pairs of Chinese and English sentences, and observed
through human evaluation that the model can sensibly produce correct English sentences in terms

Zhttps://github.com/Moonshile/ChineseWordSegmentation
*https://en.wikipedia.org/wiki/Xinhua_Zidian



of grammar, syntax, and spelling, but occasionally fails to closely translate the input sentence to
match the target. We calculate quantitative metrics for measuring how close the translated candidate
sentence matched the reference sentences, obtaining an average BLEU score of 0.287 over 1000
trials.

This suggests several opportunities for future work. Firstly, the study could be conducted with a
more rigorous engineering effort in using a larger corpus than the small subset we trained on with
additional computing resources. Secondly, it would be worthwhile to investigate more into various
network architectures such as bidrectional LSTM, stackled LSTM, or different decoder prediction
methods like beam search. Thirdly, it would be beneficial to visualize the vector space spanned by
radical embeddings to determine if they exhibit any interesting characteristics.
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