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Problem Formulation of Spatiotemporal Prediction



Evidence for Mental Simulation

● Behaviorism: study of behavior to 
identify determinants/causes

● Cognitivism: describes mental 
processes as information processing

● Q: How can we study mental 
simulation at the computational level of 
analysis? (Marr, 1982)

● A: Neural networks as a model of the 
mind (PDP group)



Brief History on the Development of Neural Networks



Artificial Neural Networks (ANN)

● Two components:
○ Network architecture (how many neurons and 

layers)
○ Parameters, or weights, of the connections



Artificial Neural Networks (ANN)

● Two components:
○ Network architecture (how many neurons and 

layers)
○ Parameters, or weights, of the connections

● Learning procedure:
○ Feed many examples
○ Compute difference between target and actual 

via an objective function
○ Weights are updated via the backpropagation 

algorithm (Rumelhart et al. 1986)
○ Continue until stopping condition
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Sequence Modeling: Long Short-Term Memory (LSTM) (2/3)

https://colah.github.io/posts/2015-08-Understanding-LSTMs/

● Introduces four interacting components: cell, input, output, and forget gates
○ Cell gate is responsible for accumulating hidden state information over time
○ Other gates are responsible for regulating information in and out

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


Sequence Modeling: Stacked LSTMs (3/3)

The hidden states 
from RNN layer i are 
inputs to the RNN at 
layer i+1 



Encoding Spatial Information: Convolutional Layers

Figure: A ConvNet arranges its neurons in three 
dimensions (width, height, depth), as visualized in 
one of the layers. Every layer of a ConvNet 
transforms the 3D input volume to a 3D output 
volume of neuron activations. In this example, the 
red input layer holds the image, so its width and 
height would be the dimensions of the image, and 
the depth would be 3 (Red, Green, Blue 
channels).

● Two distinguishing features:
○ Local connectivity: connections only exist between local regions (visual 

receptive field)
○ Shared weights: assume that any feature learned at one spatial location is 

useful at another spatial location 



Spatiotemporal Video Prediction (1/3)

1. Convolutional LSTM (ConvLSTM) (Shi, Xingjian et al, 2015)
● Encodes spatial information into tensors via convolution
● Hidden states are 3D instead of 2D



Spatiotemporal Video Prediction (2/3)

1. Convolutional LSTM (ConvLSTM) (Shi, Xingjian et al, 2015)
2. PredRNN (Wang, Yunbo et al. 2017)

● Memory flow in zigzag direction



Spatiotemporal Video Prediction (3/3)

1. Convolutional LSTM (ConvLSTM) (Shi, Xingjian et al, 2015)
2. PredRNN (Wang, Yunbo et al. 2017)
3. Eidetic 3D LSTM (E3D-LSTM) (Wang, Yunbo et al. 2019)

● 3D-Conv inside RNN cell + attention mechanism 
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Design Choices

1. 3D-Conv vs 2D-Conv inside RNN cell
2. Residual connections architecture in stacked LSTMs
3. Balance between L1 and L2 norm components in loss function





Experiment 1: Moving MNIST  

● 2 handwritten digits bouncing inside 64x64 grid
● 10 → 10: Predict 10 future frames given 10 

previous frames (with some similarity metric)
● 10,000/3,000/5,000 sequences for train/valid/test 
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Experiment 2: KTH Action Dataset 

● 25 individuals performing 6 types of actions
● Each video clip lasts 4 sec
● Resized to 128x128
● 1-16/17-25 train/test
● Task: 10 → 20 (training), extend to 10 → 40 (testing)



Experiment 2: KTH Action Dataset
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Summary

1. 3D-Conv inside the RNN cell is important for modelling 
spatiotemporal information for long-term video prediction

2. Residual connections in stacked-LSTM architectures exhibit small 
empirical improvements due to their ability to maintain crucial 
spatial information from earlier memory layers

3. Balance between L1 and L2 is crucial in the training process



Analog vs Propositional? (Kosslyn et al. 2006)

Figures adapted from Kosslyn  et al. (2006). The Case for Mental Imagery

Figure 1: Analog representation of the letter “A”
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Figures adapted from Kosslyn  et al. (2006). The Case for Mental Imagery

Figure 1: Analog representation of the letter “A” Figure 2: Propositional representation of the letter “A”
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